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Foreword

This is the seventh report in the series on The Future of Banking, part of the Banking
Initiative from the IESE Business School that was launched in October 2018 and is
supported by Citi.

The goal of the IESE Banking Initiative is to establish a group of first-rate researchers to
study new developments in banking and financial markets, paying particular attention to
regulation and competition policy and to the impact on business banking models and the
performance of markets. It aims to promote a rigorous and informed dialogue on current
issues in the fields of banking and financial markets amongst academics, regulators,
private sector companies and civil society.

The first report, published in 2019, assessed the regulatory reform of the banking
system after the Great Recession induced by the global financial crisis of 2008-2009,
and suggested that the next global crisis might have different origins, possibly in entities
that perform the functions of banks but are outside of the regulatory perimeter, or in an
emerging market where regulation could well be different from the reformed patterns
of the West. It concluded that the system had been made more resilient but that further
work remained to be done.

The second report addressed the changes in the business models of banks and identified
that the challenges that banks faced in the pre-COVID-19 world - mainly low interest
rates and digital disruption - will be made more severe in the post-COVID world. Banks
have had to deal with an increase in non-performing loans, albeit with temporary relief
from strict regulation and with massive liquidity help from central banks. This has
accelerated restructuring in the sector.

The third report studied how climate and natural disaster risk is different from other,
more familiar forms of financial and economic risk and how banks, asset managers and
central banks are beginning to grapple with these risks. COVID-19 has made us aware of
the potentially devastating effect of natural disasters and provides a pointer to the effects
that climate change may induce. At the same time, the COVID crisis provided a large-
scale natural experiment to address this question, and put natural disasters, whether
they be pandemics or climate catastrophes, on the agenda of private institutions, bank
regulators and central banks.

The fourth report dealt with the impact of technology on financial markets and
institutions and identified the challenges in three specific areas: payment systems, the
use of big data and trading in markets. Digital technology has presented formidable tests
for incumbent financial intermediaries, firms, exchanges, and regulators. Prominent



issues have been the suitability of central bank digital currency, the trade-offs involved in
the massive use of data in terms of efficiency, privacy, and market power, and the changes
induced by the electronification of financial markets. It questioned how to balance
technology's bright and dark sides to inform regulation.

The fifth report examined the implications of the COVID-19 pandemic and the war in
Ukraine for the international economic and financial order. It focused on three major
components: the macroeconomic outlook and the changes needed to the economic policy
model (fiscal, monetary, and regulatory) to preserve economic and financial stability; the
consequences for the international monetary system and the position of the US dollar;
and the financial architecture needed to ensure sovereign debt sustainability, with
special attention to Europe. The general conclusion was that the pandemic and war have
accelerated previous trends, which reveal potential conflicts between policy objectives.

The sixth report considered the 2023 banking turmoil that caused the failures of Silicon
Valley Bank and other regional banks in the United States, and Credit Suisse, and its
implications for financial regulation. This banking turmoil was the first significant
challenge of the Basel III framework, and the report examined potential reforms to
enhance financial stability. The report centered around three major themes: the changes
in digital banking and monetary policy that led to the turmoil, and the reforms needed
to deposit insurance and the lender of last resort; the shortcomings of regulation,
accounting, and supervision that caused banks that were deemed solvent to fail; and the
management of bank failures and potential reforms to resolution procedures.

This seventh report deals with the transformation that artificial intelligence (AI), and
more recently generative Al brings to finance. Given that finance deals with information
processing, its impact is already felt and promises to be very relevant in financial
intermediation, corporate finance, and financial markets. AI offers the potential for large
efficiency benefits, but also raises concerns about privacy and welfare implications. The
report focuses on three major aspects: the use of Al in financial intermediation, central
banking, and policy and regulatory challenges; the implications of data abundance
and algorithmic trading for financial markets; and the transformation that AI poses to
corporate finance, contracting, and governance.

The report was produced following the Workshop and Conference on “Artificial
Intelligence in Finance”, held at IESE Business School’s Barcelona Campus on 20-21
March 2025. The conference programme, along with the comments of the discussants,
are included in this report, as is the opening speech by the Governor of the Bank of Spain,
José Luis Escriva. Xavier Vives brought together the team of authors.

>
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The Banking Initiative has benefited from the keen support of the Dean of IESE, Franz
Heukamp, and the former Dean, Jordi Canals. CEPR and IESE are very grateful to the
authors and discussants for their efforts in preparing this report and to the conference
attendees for their perceptive comments. We are also grateful to Carlota Monner for
her extremely efficient organisation of the conference and for providing support for the
report, and to Anil Shamdasani for his unstinting and patient work in publishing the
report.

The views expressed in the report are those exclusively of its authors and do not represent
those of CEPR, which takes no institutional positions on economic policy matters,
or those of their respective organisations. CEPR and IESE are delighted to provide a
platform for an exchange of views on this topic.

Tessa Ogden Xavier Vives
Chief Executive Officer, CEPR Director, IESE Banking Initiative
May 2025



Executive summary

Artificial intelligence (AI), and in particular generative AI (GenAl), is transforming
financial systems with a speed and scope that rivals past technological revolutions such
as electricity and the internet. AI reshapes how information is generated, transmitted,
and consumed. Unlike earlier technologies, AI differs in its ability to autonomously
process information, interact via natural language, and adapt its decision making
through learning. In finance, a sector fundamentally grounded in the production and use
of information, these capabilities are especially disruptive. AI technologies are no longer
ancillary - they are moving into the core of financial intermediation, asset management,
payment systems, and regulatory oversight. Banks are starting to deploy GenAlI in
various capacities, and most expect its use to intensify. The core questions that motivate
this report are therefore not whether AI will alter financial systems, but how, in which
directions, and with what implications for financial stability, competition, and policy
design.

The incorporation of AI into finance is redefining roles, information structures, and
institutional dynamics. With AT, financial decisions that once relied on human judgement,
such as creditworthiness assessments, order execution, and even supervisory analysis,
are increasingly being shaped or made by algorithms that continuously learn and update
based on high-dimensional data. This change is not only about speed or automation; it
is about the qualitative transformation of decision-making, incentive alignments, and
risk transmission channels within the financial system. It also creates new forms of
dependence - on software, data infrastructure, and external service providers - that are
reshaping the architecture of financial institutions and markets.

Crucially, the gains promised by AI - greater efficiency, broader access, better forecasting
- are not evenly distributed and may come at the cost of new fragilities. The opacity of AI
models raises challenges for accountability and governance; the ability of dominant firms
to harness AT at scale threatens competition and inclusion; and the homogeneity of model
design may amplify systemic shocks. These concerns are particularly acute in finance,
where error propagation, behavioural correlation, and expectation sensitivity are central
features of market dynamics. As with past innovations, AT may solve some longstanding
problems while simultaneously generating novel externalities and vulnerabilities.

Drawing on recent academic research and empirical evidence, the report examines the
fundamental transformations induced by AI and the policy challenges they raise. It is
centred around three main themes: (1) the use of Al in financial intermediation, central
banking and policy, and regulatory challenges; (2) the implications of data abundance

u—y
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and algorithmic trading for financial markets; and (3) the effects of AI on corporate
finance, contracting, and governance. Across these domains, the report emphasises that
while AI has the potential to improve efficiency, inclusion, and resilience, it also poses
new vulnerabilities that call for adaptive regulatory responses.

ARTIFICIAL INTELLIGENCE AND THE FINANCIAL SECTOR:
TRANSFORMATIONS, CHALLENGES, AND REGULATORY RESPONSES

The application of AI in financial intermediation has led to significant improvements in
screening, monitoring, and credit allocation. Machine learning (ML) models outperform
traditional credit scoring, especially in volatile or rapidly changing environments. They
excel in utilising large, unstructured datasets — transaction records, digital footprints,
behavioural cues - thereby enabling a more nuanced assessment of borrower risk.
Empirical evidence from fintech platforms in China and the United States demonstrates
that AI-enhanced models not only accelerate loan approval but expand access to credit,
particularly among thin-file borrowers. Moreover, by reducing reliance on collateral,
AT can help channel capital to high-productivity startups that might otherwise be
constrained.

Yet, these efficiency gains are neither uniformly distributed nor guaranteed to enhance
welfare. Fintech and big tech lenders often charge higher interest rates than traditional
banks despite superior screening capabilities. This premium may reflect higher risk,
technology costs, or weak competition in certain borrower segments. In some cases,
it could arise from the strategic use of AI to price-discriminate based on inferred
willingness to pay, thereby shifting informational rents from consumers to lenders. The
implication is that while AI improves allocative precision, it does not necessarily reduce
financial intermediation costs for end users.

The increasing prevalence of AI-based lending models may also weaken the traditional
channels of monetary transmission. The decoupling of lending from collateral values
and the diminished role of relationship lending reduce the sensitivity of credit flows to
interest rate changes. This has implications for both macroeconomic policy effectiveness
and systemic risk. Furthermore, the opacity and non-linearity of many AI models
complicate supervisory oversight, particularly when their underlying logic cannot be
readily interpreted or audited.

Central banks are deploying AI in core functions. ML tools are used to track economic
activity, detect anomalies in payment systems, and process vast volumes of supervisory
text. These tools offer gains in speed and scope, allowing supervisors to identify early
warning signs and enhance macroprudential monitoring. However, they also introduce a
new form of risk: model convergence and interpretive homogeneity. As central banks and
market participants increasingly rely on similar AT systems, the scope for common blind
spots and procyclical amplification grows.



In sum, the reconfiguration of intermediation through AI enhances predictive capacity
and operational efficiency but complicates monetary policy, alters competitive dynamics
with a potential for a dominant role of big techs in the AI value chain, and introduces
new sources of model risk. The challenge lies in fostering AI-driven innovation while
mitigating risks related to financial instability, monopolistic behaviour, and privacy
violations. Addressing these issues may require rethinking supervisory frameworks,
possibly including model auditability protocols and broader stress-testing practices.

DATA ABUNDANCE, Al, AND FINANCIAL MARKETS: IMPLICATIONS AND RISKS

A second domain of AI transformation lies in capital markets, where data abundance
and algorithmic intermediation have reshaped the mechanisms of price discovery,
market making, and asset management. The proliferation of alternative data, ranging
from satellite imagery and credit card flows to social media and geolocation, has created
new sources of information beyond traditional financial disclosures. AI models, trained
on these high-dimensional datasets, extract predictive signals that were previously
inaccessible or prohibitively costly to obtain. The marginal cost of producing actionable
financial insight has dropped sharply, shifting the locus of informational advantage from
access to processing capabilities.

This transformation has generated efficiency gains. Bid-ask spreads have narrowed,
liquidity provision has become more automated, and forecasting accuracy in earnings,
credit events, and volatility has improved. However, these benefits are accompanied by
new systemic risks. First, algorithmic trading strategies often converge toward similar
patterns when trained on overlapping data, increasing the risk of synchronised behaviour
and flash crashes. Reinforcement learning agents, which optimise through trial and
error, may develop strategies that are unstable or exploitative in equilibrium.

Second, AI may intensify informational asymmetries among market participants. While
disclosures are nominally public, only those with sufficient computational resources and
model sophistication can process them effectively. Empirical studies show that analysts
at Al-equipped institutions significantly outperform their peers when alternative data
become available. As a result, AI may reinforce market power and widen participation

gaps.

Third, AI enables new forms of tacit collusion and strategic opacity. Pricing algorithms
can learn to coordinate without explicit communication, reducing competitive pressure
and increasing margins. The line between legitimate dynamic pricing and algorithmic
collusion becomes blurred, especially in markets where a few dominant platforms
set terms for thousands of users. Furthermore, because many AI models are not
interpretable, their behaviour may evade both market scrutiny and regulatory detection
until after harm has occurred.
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Finally, the arms race for speed and signal extraction has diverted capital and talent
into zero-sum competition. The social return to shaving microseconds off execution
times or exploiting ephemeral data anomalies is limited, yet firms invest heavily in
such capabilities because private returns are high. This misalignment between private
incentives and social value raises questions about the overall allocative efficiency of Al in
financial markets.

Possible regulatory responses may include introducing latency-aware circuit breakers,
mandating public access to baseline pricing data, and requiring disclosures of model
architectures in certain trading contexts. Their design and effectiveness will hinge on
careful experimentation, cross-jurisdictional learning, and ongoing dialogue between
market participants and regulators.

Taken together, these developments point to a financial system in which information is
more abundant but also more unevenly distributed; in which trading is faster but also
more fragile; and in which transparency is technically feasible but practically elusive.
A policy response must go beyond disclosure and address infrastructure access, model
auditability, and incentive alignment — albeit with the recognition that these interventions
carry design complexities and trade-offs that remain to be fully understood.

CORPORATE FINANCE AND GOVERNANCE WITH Al: OLD AND NEW

A third domain of AI transformation relates to corporate finance, contracting, and
governance. Al alters foundational elements of corporate control, reshaping agency
dynamics, information asymmetries, and the nature of financial contracting. While
Al systems are not self-interested in the human sense, they introduce a distinct form
of agency problem: optimisation misalignment. Autonomous agents trained via
reinforcement learning may satisfy narrow objectives in ways that undermine broader
regulatory or ethical goals. An AI tasked with minimising loan defaults, for instance,
might engage in discriminatory behaviour or exploit data proxies that regulators deem
unacceptable. Because these systems are adaptive and opaque, detecting and correcting
such behaviours after deployment is costly and uncertain.

This raises deep accountability questions. Traditional corporate governance rests on the
attribution of intent and the assignment of responsibility. But when decisions are made by
systems that learn and evolve independently of direct instruction, legal and institutional
mechanisms for enforcement begin to fray. The difficulty of auditing complex ML models
compounds this challenge. Without robust interpretability requirements or embedded
traceability mechanisms, financial institutions risk deploying systems whose behaviour
they cannot fully explain, let alone govern.



Information asymmetryis also being reconfigured. In the past, insiders held informational
advantages derived from privileged access to internal records and forecasts. Today, Al
enables outsiders to infer firm conditions from external data streams, undermining that
asymmetry. Sophisticated investors use alternative data and natural language processing
tools to analyse supply chains, sentiment, and behavioural signals, and may anticipate
corporate disclosures. In response, firms have begun tailoring their communications for
algorithmic consumption, further shifting the information environment. For example,
the US Regulation Fair Disclosure and similar statutes may need to evolve to ensure not
just equal access, but equal usability of public information.

On the contracting front, AI is accelerating the adoption of smart contracts, automated
agreements that self-execute based on real-time data inputs. These contracts reduce
enforcement costs and limit the scope for opportunistic renegotiation. However, they
also introduce rigidity. Automated margin calls or trigger events can cascade through
markets, especially when multiple actors rely on similar models and thresholds. The
absence of discretion or context can make smart contracts a source of systemic risk in
times of stress.

The solution may lie in hybrid governance models. Contracts might embed flexibility ex
ante, through macro-sensitive renegotiation clauses, human override options, and clear
audit trails. AT systems could be subjected to accountability principles analogous to those
applied to human agents: comprehensibility, traceability, and bounded autonomy. Legal
frameworks might shift gradually from subjective intent to outcome-based liability, and
from fixed contractual forms to more adaptive governance protocols.

CONCLUSION

The integration of Al into financial systems constitutes a structural transformation, not
amarginal adjustment. The benefits - in terms of efficiency, precision, and inclusion - are
substantial, but so too are the risks to stability, equity, and governance. If policymakers
rise to the challenge, AI can be harnessed to improve the financial system’s performance
and inclusiveness. If they do not, the same technologies may undermine the very
foundations on which financial trust depends.

While the contours of AT’s long-term impact remain uncertain, the near-term trajectory
is already reshaping institutions, markets, and regulatory norms. To guide this
transformation, greater regulatory experimentation and institutional coordination will
be necessary. These efforts should not only aim to contain risk, but also to unlock the
inclusive potential of AI by ensuring that its benefits are broadly distributed and its
mechanisms are legible and contestable.
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This will require building technical capacity within regulatory agencies, revising legal
definitions of accountability, and fostering mechanisms for international coordination.
Cross-border data flows, foundational model access, and platform interoperability
will increasingly become matters of financial diplomacy. Similarly, new frameworks
for evaluating AI’s systemic importance - analogous to those developed for global
systemically important banks — may need to be explored. These should be accompanied
by scenario-based planning to anticipate emergent threats and evaluate institutional
resilience in the face of AI-driven disruptions.

The success of financial governance will depend in part on how well regulators balance
innovation and control. Over-regulation may stifle productive uses of AI, while under-
regulation risks creating systemic blind spots. This balancing act requires adaptive
mechanisms for revisiting assumptions, updating rules, and engaging with a broader
ecosystem of stakeholders.

Finally, the future of AI in finance will be shaped by broader geopolitical forces. The
fragmentation of digital governance regimes across the United States, the European
Union, and China may impede global standard-setting, while the concentration of
compute infrastructure and model expertise in a handful of firms and jurisdictions raises
concerns about economic sovereignty and resilience. Policymakers should anticipate
scenarios in which AI becomes a locus of strategic contest.



The transformational impact of
artificial intelligence for the financial
sector and central banks'

José Luis Escriva Belmonte?
Governor, Banco de Espatia

Artificial intelligence (AI) has rapidly become one of the most impactful and
transformational technologies of our era. While previous technological revolutions
brought significant changes to manufacturing or heavy industries, AI stands out for its
capacity to reshape the service sector. Services have in the past been more isolated in
terms of productivity gains, and what really marks the difference with AT is its potential
to produce sizeable productivity gains in this sector, being transformational for the entire
economy, but mainly in the Western world, which is increasingly specialised in services.

Financial services has historically been an early adopter of technological innovation.
Now, AI offers new avenues for increased efficiency, improved decision-making, and
enhanced productivity.

Against this backdrop, central banks are paying close attention to this disruptive
potential. AI is not merely another piece of software but rather a general-purpose
technology that can permeate every function of a central bank. For central banks, AI
is likewise transformational, allowing them to address a growing number of complex
and novel issues, from monitoring system-wide risk to guiding monetary policy. The
challenge is to integrate AI in a way that maximises its potential while managing the
risks associated with this powerful technology. Here, I explore the Banco de Espafia’s
approach to AT adoption, the opportunities and challenges AI presents, and the strategic
elements that are central to its implementation.

CENTRAL BANK PERSPECTIVES ON Al ADOPTION

In the context of a central bank’s multifaceted role, AI touches upon functions that are
heavily focused on risk management (financial stability and supervision) as well as those
with clearer opportunities for innovation (payments, financial operations, and monetary
policy). In this section, I explore how the Banco de Espafia views the impact of AI across
these dimensions.

1 This is an edited version of the speech delivered at the IESE Conference “VII Conference Artificial Intelligence in
Finance"” on 21 March 2025.

2 The views expressed here are those of the author and do not necessarily represent the views of the Banco de Espafia,
the European Central Bank or the Eurosystem.
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On financial stability, the integration of AI into the financial sector, as with any huge
transformation, poses some challenges. Central banks must remain vigilant in managing
these risks, ensuring that AI systems do not create vulnerabilities that could threaten
financial stability. From a macroprudential perspective, preserving financial stability at
the European and global level requires anticipation of these possible negative impacts.

Transitional risk when adopting a new technology should be carefully examined from
a financial stability perspective and for the potential to create systemic problems.
Early investment in inferior technologies as well as late investment, leading to loss of
competitiveness, should be monitored. In addition, one of the most pressing concerns is
the potentially greater interdependence of financial institutions and the concentration of
AT technology providers. If a small number of companies dominate the Al infrastructure,
the failure of one or more could have cascading effects on global financial stability.

The challenges include addressing issues such as the adoption of high-risk financial
models, where transparency and accountability are crucial to avoid negative outcomes
like discrimination or unfair decision-making.

THE TRANSFORMATIONAL IMPACT OF Al IN CENTRAL BANKING

CENTRAL BANKING WILL BE AFFECTED BY THE DIGITAL TRANSFORMATION

MORE RISK-FOCUSED MORE OPPORTUNITY-FOCUSED
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Y 1
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Another area where the impact of Al is being closely examined is in the realm of micro-
prudential and conduct supervision. The use of AT models in areas like credit scoring and
loan decision-making can potentially lead to ethical concerns, particularly regarding
fairness and the protection of individual rights. When applied to individual persons, these
are identified as high-risk systems under the AI Act and should be under the review of
market surveillance authorities. Financial supervisors, mandated to play that role, have
highlighted the importance of closely monitoring such systems to protect individuals
from potentially unfair outcomes. In practical terms, robust conduct supervision is
needed to prevent unintended consequences such as discrimination in the granting of
financial products.



In this context, AI represents both an opportunity and a challenge. While it can improve
operational efficiency, the models used in areas like credit scoring and insurance
underwriting need to be carefully scrutinised to ensure they do not inadvertently harm
consumers or undermine trust in the financial system.

Beyond supervision, payments and financial operations, normally at the core of
technological innovation, are on the opportunity side of this transformation.

Al is also poised to influence monetary policy. Central banks need to grasp the potential
impact on the transmission of monetary policy. Moreover, the potential for AI to
drive productivity improvements across the economy could also influence the broader
macroeconomic environment, altering the potential growth rate of economies and the
effectiveness of monetary policy.

Al can also improve our analytic capabilities and the ability to digest granular
information. Traditional forecasting models rely on linear assumptions, whereas real-
world economic trends often follow complex, nonlinear patterns. AI excels at identifying
these subtleties, allowing policymakers to potentially capture more accurate signals

related to inflation, employment, and overall economic momentum.

While quantifying the full impact of AI on these areas is challenging, it is clear that
the technology will play a central role in shaping future economic models and central
banking strategies.

ENABLING FACTORS TO MOVE FORWARD WITH Al

While AT’s potential is undeniable, the leap from pilot programmes and proof-of-concept
projects to full-scale adoption hinges on multiple enabling factors.

At the Banco de Espaifia, we have identified seven key elements to ensure that AT adoption
is both successful and sustainable. Robust computational infrastructure, reliable
data-sharing frameworks, skilled talent, and clear regulations are essential to nurture
responsible AI-driven innovation. Equally important is an emphasis on collaboration
- both within the financial sector and across institutional, national, and European
boundaries.

(]
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KEY ELEMENTS FOR SCALING UP THE USE OF Al
KEY ELEMENTS TO MOVE FORWARD

COMPUTATIONAL
CAPABILITIES

e MODELS AND
NS ALGORITHMS

REGULATION

DATA AND

TALENT INFORMATION

A first critical aspect of AI adoption is access to cutting-edge computational
infrastructure. Training large, complex AI models for financial applications is resource-
intensive, driving the need for high-performance computing. To meet this demand, the
European Commission has launched the so-called AI Factories project, establishing
cutting-edge centres across the continent. Seven sites have been approved in Spain (the
Barcelona Supercomputing Center), Italy (IT4LIA), Germany (HammerHAI), Finland
(LUMI AI Factory), Luxembourg (L-AI Factory), Greece (Pharos) and Sweden (MIMER).
Each AI factory specialises in certain verticals, and the Barcelona location will include a
focus on finance. This setup aims to move from research-oriented computing to facilities
capable of providing industrial-scale model training and experimentation for both the
private and public sectors. The next phase, often referred to as Al ‘giga-factories’, will
tackle inference at scale, optimising data centres for running advanced AI workloads in
real-world environments.

Alongside these large-scale initiatives, advancements in hardware are also critical.
The increasing reliance on graphical processing units (GPUs) and neural processing
units (NPUs) to run AI models is central to the evolution of computational capabilities.
GPUs excel at parallel computing tasks integral to training modern machine-learning
systems, while NPUs specialise in deep neural network computations. As these hardware
technologies evolve, central banks will be better positioned to deploy advanced AI models
while managing energy consumption and infrastructure costs.

Beyond the hardware, Al is also driven by models and algorithms. Large language
models (LLMs) have taken the spotlight, but training these models can be expensive
and data-intensive, which is where model compression techniques become invaluable.
By reducing the size and complexity of AI models - without significantly compromising
performance - institutions can deploy LLMs more efficiently and at lower cost. These



techniques can lower barriers to adoption for smaller institutions, reducing the energy
and time required for training. The challenge is also to move from language models,
with a greater percentage of Latin languages, to specialised models that can rely and run
on infrastructure which is less costly.

The third key element is cloud computing, which is increasingly integral to how financial
institutions deploy AI. Cybersecurity will help ensure cyber resilience, operational
continuity and data privacy, but usability and the ability to expand analytical capabilities
are also crucial. Central banks must balance the flexibility and scalability of public cloud
solutions with the privacy and security demands of sensitive financial data, finding a
practical solution in hybrid cloud models.

Data, as the fourth element, are the fuel for any AI system. A traditional production
function consists of human capital, physical capital and innovation. Now information
has become another factor of production, as a key ingredient in the production of goods.
One enabler of Al is the shift from ‘closed’ data silos to more open, or at least shareable,
data environments.

Adhering to confidentiality and privacy standards is paramount, but more expansive data
access helps institutions build richer and more accurate models. The Banco de Espafia
has started sharing a growing number of datasets to spur innovation across academia
and other research bodies, believing that informed collaboration benefits society as a
whole. Going forward, combining different set of data and information, while preserving
confidentiality and anonymity, will allow the benefits of AT to be reaped.

Even with state-of-the-art infrastructure, Al initiatives can stall without skilled human
capital. This is the next element. Our survey of Spanish businesses revealed that the
major bottleneck for the development and adoption of Al is a lack of skilled staff. The
scarcity of talent will also hinder central banks’ ability to achieve their AI ambitions.

Recruiting and retaining data scientists, Al engineers, and domain experts is a recognised
challenge - particularly since the private technology sector often offers more competitive
compensation. Central banks should empower the mission-driven work of the public
sphere, focusing on economic stability and societal benefit, which can be attractive to
many professionals. Alongside the value of public service, central banks can also offer
long-term projects and the ability to increase collaboration and sharing of resources
across central banks.

At the same time, central banks need to engage in re-skilling and up-skilling of their
workforce and promote a cultural change in the entire staff, as well as training people in
the responsible and ethic use of AL

As an additional element, clear regulatory frameworks are indispensable for the safe
expansion of Al In the absence of well-defined guidelines, companies may hesitate
to integrate AI at scale, fearing legal or reputational repercussions. The European Al
regulation has been criticised, but in the absence of regulation and amid the uncertainty
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and potential reputational problems associated with the use of AI, companies could be
reluctant to move from proof of concept and cases to AI adoption and use on a regular
basis. In this sense, the absence of a clear regulation or clarity on issues such as copyright
might prove a deterrent to the use of AL. The AI Act in Europe could remove these
uncertainties.

The European Union’s proposed AI regulation seeks a balanced approach between
promoting innovation and protecting individual rights, by categorising AI applications
by risk level and imposing stricter requirements on high-risk models (such as models
for granting individuals credit). By supporting the development of comprehensive
regulations, the Banco de Espafa aims to create an environment where Al can flourish
while mitigating potential risks.

Lastly, the successful adoption of AI will be impossible without cooperation among diverse
stakeholders across all spectrums. This includes coordination with supervisors such as
Spain’s national AI Agency (AESIA) and among central banks to align on standards,
and with the financial sector by offering controlled environments (‘sandboxes’) to test
AT applications and to enable banks and fintechs to refine innovations while ensuring
regulatory compliance. Finally, joint efforts with universities, technology firms, and
supercomputing centres like the Barcelona Supercomputing Center will foster research
and scalability. These partnerships will supply both the expertise and the high-end
computational resources needed for large-scale AT deployments.

The Banco de Espana’s planned experimentation and development center in Barcelona
perfectly reflects this philosophy, offering a space where the financial sector can test
new Al tools under real-world conditions while benefiting from regulatory guidance and
advanced computing resources.

CONCLUSION: THE FUTURE OF Al IN CENTRAL BANKING

The integration of Al into central banking is still in its early stages, but its potential
to reshape the financial system is undeniable. As AI continues to evolve, central banks
must remain agile, working closely with other financial institutions, regulators, and
international partners to ensure that AI technologies are used responsibly. In the coming
years, Al will play a transformational role in the way central banks operate, shaping
everything from monetary policy to financial stability. For the Banco de Espana, the
journey has just begun, and the opportunities ahead are vast.



CHAPTER 1

Introduction

Artificial intelligence (AI), particularly generative AI (GenAl) and large language
models (LLMs), is reshaping financial intermediation, asset management, payments,
and insurance. Since the 2010s, machine learning (ML) has had a significant impact
on diverse areas, including credit risk analysis, algorithmic trading, and anti-money
laundering (AML) compliance. Nowadays, financial institutions increasingly leverage
Al to streamline back-office operations, enhance customer support via chatbots, and
improve risk management through predictive analytics.

Al primarily focuses on predicting outcomes, identifying patterns in data (through ML)
and providing recommendations for decisions and actions.! AI can operate at three
levels of increasing autonomy: as an ‘oracle’ providing insights and recommendations
(i.e., information),? while leaving decisions to humans; as an ‘agent’, performing tasks
within pre-defined boundaries under human oversight (‘co-pilot, assisting in daily
tasks, is a role that combines oracle and agent); and as a ‘human’ or ‘sovereign’, making
independent decisions in real time. Regardless of these levels of autonomy, LLMs have
already revolutionised human-computer interaction, shifting from code-face interfaces
to natural text and speech. Moreover, AI has impacted all industry sectors, albeit
to varying degrees. Banking and finance are particularly well-positioned to realise
significant efficiency gains due to their reliance on information processing.®

The fusion of finance and technology has become a transformative force, bringing both
challenges and opportunities to financial practices and research.* The adoption of
financial technologies has led to significant disruptions, displacing jobs in traditional
roles while simultaneously driving robust demand for experts adept at integrating
finance and technology. This evolution extends beyond simple automation to fostering
‘co-intelligence’ - a collaborative interplay between humans and machines.®

1 OECD (2021) defines artificial intelligence as “[m]achine-based systems [...] that [...] can make predictions,
recommendations or decisions using massive amounts of alternative data sources and data analytics referred to as big
data”, while the EU Al Act defines an Al system as “a machine-based system that is designed to operate with varying
levels of autonomy and that may exhibit adaptiveness after deployment, and that, for explicit or implicit objectives,
infers, from the input it receives, how to generate outputs such as predictions, content, recommendations, or decisions
that can influence physical or virtual environments”.

An ‘oracle’ in the context of blockchains means a data bridge; here it has a different meaning (see Bostrom, 2015).

See Acemoglu et al. (2022) and BIS (2024).

See the fourth Future of Banking report (Duffie et al., 2022).

See Jiang et al. (2025b).
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The big data revolution - driven by data abundance, advancements in data science
(including AI), and increased computing power - is transforming how information is
produced. In particular, ML enables predictions from vast datasets and automates
decisions based on these predictions.

AI and ‘big data’ enhance efficiency in financial intermediation (e.g., payments and
credit provision) and improve the quality of information in financial markets and the
informativeness of asset prices, as well as promoting financial inclusion. However, this
transformation introduces risks related to financial stability, market integrity, market
concentration, and privacy and consumer protection, posing significant challenges for
regulators.

The academic literature on economics and finance related to AI and its effects is growing
fast. At the same time, AI has become a powerful tool for scientific inquiry in many fields
such as biology, chemistry and economics, including financial economics (for example,
in asset pricing, portfolio management, risk ma